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Abstract

The effect of resonant temporal forcing on a system undergoing a Hopf bifurcation with D₄ (square) symmetry is studied. The forcing breaks the continuous normal form symmetry of the governing amplitude equations, but the D₄ symmetry is preserved. For this system, it is shown that bursts with very large dynamic range may occur. The bursts are associated with visits near solutions “at infinity”, and are related to those found previously for the Hopf bifurcation with broken D₄ symmetry [Moehlis and Knobloch, Physica D 135 (2000) 263]. The regime in which an attracting quasiperiodic solution that exists in the absence of forcing “wrinkles” into chaos as the amplitude of the forcing increases is investigated in detail. The overall behavior is governed by the approach of the resulting attractor to solutions at infinity. Windows with stable periodic solutions are found and associated with the traversal in parameter space through Arnol’d tongues. Other aspects of the dynamics are related to the presence of a new type of gluing bifurcation (which we call a “supergluing bifurcation”). © 2001 Elsevier Science B.V. All rights reserved.

PACS: 05.45.−b; 47.20.Ky; 47.52.+j; 47.54.+r
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1. Introduction

The introduction of small symmetry-breaking perturbations can be responsible for complex dynamics in a system that would otherwise behave in a regular manner. Effects of such symmetry-breaking include the appearance of new solutions which have no analog in the fully symmetric system, and the introduction of global bifurcations which may be responsible for the appearance of chaotic dynamics and bursts with very large dynamic range [1–8]. For systems undergoing a Hopf bifurcation, temporal forcing of the system breaks the continuous normal form symmetry of the governing amplitude equations. If the forcing frequency is near a strong resonance with the Hopf frequency, the presence of forcing may have a large impact on the behavior of the system even if its amplitude is small [9–14]. In this paper, we consider the effect of resonant temporal forcing on a system undergoing a Hopf bifurcation with D₄ (square) symmetry from this point of view. In the absence of forcing this problem is described by a normal form
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with the symmetry $D_4 \times S^1$. In earlier work [6–8] we showed that breaking the $D_4 \times S^1$ symmetry down to $D_2 \times S^1$ could, in appropriate circumstances, result in bursts of large dynamic range near threshold of the primary instability, and showed that this behavior is a consequence of the formation of heteroclinic connections to “infinity” due to the symmetry breaking. In the present paper, we show that a similar mechanism operates in the case when the symmetry $D_4 \times S^1$ is broken down to $D_4$ by parametric (subharmonic) forcing. Although the basic mechanisms leading to the appearance of bursts in these two cases are largely similar in that both involve heteroclinic connections to infinity, the parametric forcing case introduces several interesting wrinkles on the mechanism described in [7,8].

We begin by deriving the basic equations we study, and then describe in some detail their properties for a specific (but generic) set of coefficient values. This work is almost entirely numerical, largely because the dynamical system we study is four-dimensional and not three-dimensional as in [7,8]. This is in turn a consequence of breaking a continuous symmetry as opposed to a discrete one. The paper concludes with a brief conclusion and a remark on a new type of gluing bifurcation that plays a role in some of the dynamics we describe.

2. The normal form equations

We consider finite-dimensional dissipative parametrically driven systems of the form

\[
\frac{dU}{dt} = L_\epsilon U + f(U) + \delta F(U, t), \quad U \in \mathbb{R}^N, \tag{1}
\]

where $L_\epsilon$ is an $N \times N$ matrix that has a pair of (possibly degenerate) purely imaginary eigenvalues when $\epsilon = 0$, $f$ is a nonlinear vector-valued function of the dependent variables $U$, $\delta$ denotes the strength of the forcing, and

\[
F \left( U, t + \frac{2\pi}{\omega_\epsilon} \right) = F(U, t).
\]

Here $2\pi/\omega_\epsilon$ is the period of the parametric forcing. Equations of this type describe the effect of weak ($\delta \ll 1$) periodic forcing on continuum systems in bounded domains or with periodic boundary conditions near a spontaneous Hopf bifurcation, and arise as the result of a truncation of a modal expansion. In this case the vector $U$ represents the vector of modal amplitudes. Systems of this type that have been studied experimentally include binary fluid convection [15] and the Taylor–Dean system [16]. A particularly important application arises in electroconvection, namely the formation of spatial patterns in nematic liquid crystals subjected to an oscillating vertical electric field [14,15,17].

In the following, we are interested in understanding the interplay between the two small parameters in the system, the parameter $\epsilon$ that measures the distance from the spontaneous bifurcation and the parameter $\delta$ that specifies the forcing amplitude. It is this interplay that is responsible for the novel dynamical behavior described below.

In the presence of spatial symmetries, the system (1) will be equivariant with respect to an appropriate action of the corresponding symmetry group; this action can be deduced from the action of the symmetry group on the spatial modes used in the expansion. In such cases the algebraic multiplicity of the purely imaginary eigenvalues present at $\epsilon = 0$ may be greater than 1. A typical example relevant to the present paper is provided by a continuum system undergoing a (symmetry-breaking) oscillatory instability in a domain of square cross-section. In the following we assume that the symmetry of the problem is not changed when $\delta$ becomes nonzero.

At $\epsilon = 0$ the system (1) can be reduced to a simpler form, called the normal form, describing the evolution of the system on the center manifold. The normal form contains only resonant terms, i.e., terms which cannot be eliminated through a near-identity change of variables. For nonautonomous systems of the form (1) this equation takes the form

\[
\frac{dz}{dt} = Lz + N(z, t, \delta), \quad z \in \mathbb{R}^M, \quad M \leq N, \tag{2}
\]
where \( \mathcal{L} \) is the projection of \( L_0 \) onto the center manifold coordinates \( z \) (i.e., the eigenvalues of \( \mathcal{L} \) all lie on the imaginary axis), and \([18]\)

\[
\frac{d}{dt} [\exp(\mathcal{L}^\dagger t)N(\exp(-\mathcal{L}^\dagger t)z, \delta)] = 0. \tag{3}
\]

Here \( \mathcal{L}^\dagger \) is the adjoint (transpose and complex conjugate) of \( \mathcal{L} \). The variables \( z \) and \( t \) in Eq. (3) are treated as independent variables. A comparison with the normal form of autonomous systems \([19]\) reveals that all the terms that appear in the normal form in the absence of forcing \( (\delta = 0) \) remain when forcing is present \( (\delta \neq 0) \). However, additional terms due to the forcing may also be present, indicating that temporal forcing may indeed be viewed as a symmetry-breaking perturbation, i.e., in the presence of forcing the continuous time-translation symmetry present in the normal form for the Hopf bifurcation is broken because the system is only unchanged under the discrete time-translations \( t \rightarrow t + (2\pi/\omega_e) j \), where \( j \) is an integer.

The present paper focuses on a specific example of the above set-up. We consider the case of a system which undergoes a Hopf bifurcation with \( D_4 \) (square) symmetry. In the absence of external temporal forcing, the normal form equations governing the evolution of the complex amplitudes \( z_+ \) and \( z_- \) are equivariant with respect to the group \( D_4 \times S^1 \), where \( D_4 \) is generated by the operations \([20]\)

\[
\kappa_1 : (z_+, z_-) \rightarrow (z_+, -z_-), \quad \kappa_2 : (z_+, z_-) \rightarrow (z_-, z_+),
\]

and \( S^1 \) is the normal form symmetry

\[
N_\sigma : (z_+, z_-) \rightarrow e^{i\sigma} (z_+, z_-), \quad \sigma \in [0, 2\pi).
\]

Suppose that the Hopf frequency at onset is \( \omega_0 \), and consider the effect of temporally periodic forcing with angular frequency \( \omega_e \). Making use of the symmetry \( \kappa_2 \), the normal form equation in the presence of forcing is

\[
\frac{dz_\pm}{dr} = i\omega_0 z_\pm + N(z_\pm, z_\mp, t),
\]

where from Eq. (3)

\[
\frac{d}{dt} [e^{-i\omega_0 t} N(e^{i\omega_0 t} z_+, e^{i\omega_0 t} z_-, t)] = 0.
\]

Letting

\[
N(z_+, z_-, t) = \sum_{l=-\infty}^{\infty} \sum_{\alpha, \beta, \gamma, \mu \geq 0} N_{l\alpha\beta\gamma\mu} \bar{z}_+^{\alpha} z_+^{\beta} z_-^{\gamma} \bar{z}_-^{\mu} e^{il\omega_0 t},
\]

we conclude that \( N_{l\alpha\beta\gamma\mu} = 0 \) for all \( l, \alpha, \beta, \gamma, \) and \( \mu \) such that

\[
\omega_0 l + (\alpha - \beta + \gamma - \mu - 1)\omega_0 \neq 0.
\]

Note that the terms in the normal form must also be consistent with the other symmetries of the system. For \( l = 0 \), we obtain the terms in the normal form which are present in the absence of forcing (cf. \([20]\)).

We now restrict attention to the strong resonance \( \omega_e \approx 2\omega_0 \). The possible additional terms which are of lowest order in the amplitudes \( z_+ \) and \( z_- \) for which \( N_{l\alpha\beta\gamma\mu} \) can be nonzero are then

\[
(l, \alpha, \beta, \gamma, \mu) = (1, 0, 1, 0, 0) : \dot{z}_+ \sim \bar{z}_+ e^{i\omega_0 t}, \quad \dot{z}_- \sim -\bar{z}_- e^{i\omega_0 t},
\]

\[
(l, \alpha, \beta, \gamma, \mu) = (1, 0, 0, 1) : \dot{z}_+ \sim \bar{z}_- e^{i\omega_0 t}, \quad \dot{z}_- \sim \bar{z}_+ e^{i\omega_0 t}.
\]
It is readily shown that the first case is consistent with the symmetry $\kappa_1$ while the second case is not. Thus the simplest system that describes the effect of parametric forcing on the Hopf bifurcation with $D_4$ symmetry takes the form

\[
\frac{d\bar{z}_+}{d\tau} = i\omega_0 \bar{z}_+ + f\bar{z}_+ e^{i\omega_0 \tau} + A(|\bar{z}_+|^2 + |\bar{z}_-|^2)\bar{z}_+ + B|\bar{z}_+|^2 \bar{z}_+ + C\bar{z}_+ \bar{z}_-^2, \\
\frac{d\bar{z}_-}{d\tau} = i\omega_0 \bar{z}_- + f\bar{z}_- e^{i\omega_0 \tau} + A(|\bar{z}_-|^2 + |\bar{z}_+|^2)\bar{z}_- + B|\bar{z}_-|^2 \bar{z}_- + C\bar{z}_- \bar{z}_+^2,
\]

and includes the lowest order term due to the forcing and the cubic terms that are present even when $\delta = 0$ [8]. Higher order terms in the forcing amplitude may introduce additional phenomena, but the present system is the simplest that incorporates both the Hopf bifurcation and effects of parametric forcing. Moreover, the resulting equations can also be derived by a systematic asymptotic procedure as discussed in [8].

The coefficients $A, B, C$ are complex ($A = A_R + iA_I$, etc.) and $f$ can without loss of generality be taken to be real. Letting $\bar{z}_{\pm} = e^{i\omega_0 \tau/2} \bar{z}_{\pm}$, dropping the tildes, and unfolding the equations by introducing the parameter $\lambda$ to represent the (scaled) distance from the Hopf bifurcation in the absence of forcing, we obtain the autonomous normal form equations

\[
\frac{d\bar{z}_+}{d\tau} = (\lambda + i\omega)\bar{z}_+ + f\bar{z}_+ + A(|\bar{z}_+|^2 + |\bar{z}_-|^2)\bar{z}_+ + B|\bar{z}_+|^2 \bar{z}_+ + C\bar{z}_+ \bar{z}_-^2, \\
\frac{d\bar{z}_-}{d\tau} = (\lambda + i\omega)\bar{z}_- + f\bar{z}_- + A(|\bar{z}_-|^2 + |\bar{z}_+|^2)\bar{z}_- + B|\bar{z}_-|^2 \bar{z}_- + C\bar{z}_- \bar{z}_+^2. \tag{4}
\]

Here $\omega \equiv \omega_0 - \frac{1}{2} \omega_\varepsilon$ is called the detuning, and $f$ is related to the strength of the forcing. It is readily shown that Eqs. (4) and (5) also apply to the case that $\omega_\varepsilon \approx \omega_0$; in this case the forcing is $\omega \equiv \omega_0 - \omega_\varepsilon$. In general this detuning is a function of $\lambda$, since away from onset the natural frequency $\omega_0 = \omega_0(\lambda)$. In these equations all quantities are formally of order one, cf. [8].

Eqs. (4) and (5) are equivariant with respect to the group $D_4 = (\kappa_1, \kappa_2)$, although they are not the most general such equations because the $S^1$ normal form symmetry is broken only at leading order. The most detailed study of these equations thus far is that given in [14] in the context of electroconvection, and we refer the reader to this paper for a summary of the elementary solutions and their bifurcations. In this paper, we investigate some of the novel dynamical behavior in these equations that is associated with different types of global bifurcations. In some cases these bifurcations involve connections to “infinity”.

For $f = 0$, Eqs. (4) and (5) reduce to the truncated normal form equations for the Hopf bifurcation with exact $D_4 \times S^1$ symmetry. This system has the following special solutions [20]. The trivial state $z_+ = z_- = 0$ always exists as an invariant set. Also, there are up to four types of nontrivial periodic solutions: $u$ solutions with $z_+ = \pm z_-$, $v$ solutions with $z_+ = \pm i z_-$, $w$ solutions with $z_- = 0$ or $z_+ = 0$, and $ns$ solutions with no nontrivial symmetry properties. Finally, quasiperiodic (hereafter $qp$) solutions may exist. The $u, v, w$ solutions are guaranteed to bifurcate from the trivial state at $\lambda = 0$ by the Equivariant Branching Lemma, while the $ns$ and $qp$ solutions may bifurcate from the trivial state at $\lambda = 0$, depending on the values of $A, B,$ and $C$. Where possible, we will interpret the solutions which are found for nonzero $f$ in terms of the solutions which exist for $f = 0$.

To investigate possible connections to “infinity” when $f \neq 0$ we introduce the transformation [8]

\[
z_+ = \rho^{-1/2} \cos(\frac{1}{2} \theta) e^{i(\phi + \psi)/2}, \quad z_- = \rho^{-1/2} \sin(\frac{1}{2} \theta) e^{i(-\phi + \psi)/2},
\]

where, without loss of generality, $\theta \in [0, \pi], \phi \in [-2\pi, 2\pi)$, and $\psi \in [0, 4\pi)$. In terms of the new time $\tau$ defined by $d\tau/d\tau = 1/\rho$, Eqs. (4) and (5) now take the form

\[
\frac{d\rho}{d\tau} = -\rho[2A_R + B_R (1 + \cos^2 \theta) + C_R \sin^2 \theta \cos 2\phi] - 2[\lambda + f \cos \phi \cos \psi - \cos \theta \sin \phi \sin \psi] \rho^2. \tag{6}
\]
If \( f = 0 \) the variable \( \psi \) decouples from the other three, but for \( f \neq 0 \) the system is fully four-dimensional. In the following we use \( r \equiv 1/\rho = |z_+|^2 + |z_-|^2 \) to denote the amplitude of a solution. Eqs. (6)–(9) have an invariant subspace \( \Sigma \) at \( \rho = 0 \) (corresponding to infinite amplitude states) on which the dynamics are equivalent to those for the system with \( f = 0 \). Since \( \psi \) decouples the dynamics on this subspace are two-dimensional [20], and hence simple to analyze. We label the fixed points in \( \Sigma \) by analogy to the finite amplitude fixed points of the problem in the absence of forcing \((f = 0)\). Thus \( u_\infty \) solutions have \( \rho = 0, \cos \theta = 0, \cos 2\phi = 1; v_\infty \) solutions have \( \rho = 0, \cos \theta = 0, \cos 2\phi = -1; \) and \( w_\infty \) solutions have \( \rho = 0, \sin \theta = 0 \). All of these solutions correspond to time-periodic infinite amplitude solutions of Eqs. (6)–(9), and are always present. Under appropriate conditions two additional special solutions may also be present in \( \Sigma \). For the coefficients considered in this paper infinite amplitude quasiperiodic solutions \( q\rho_\infty \) (corresponding to a limit cycle in \( \Sigma \)) will be present, but \( n\rho_\infty \) solutions (corresponding to nonsymmetric fixed points in \( \Sigma \)) will be absent. Under these conditions Eqs. (4) and (5) may possess solutions in the form of bursts with a very large dynamic range. The mechanism responsible for the presence of such bursts was elucidated in [8] albeit in a somewhat different context. In particular, suppose that a trajectory starts at finite amplitude and follows the stable manifold of a state \( B \in \Sigma \) (either an infinite amplitude periodic or a quasiperiodic solution) that is unstable within \( \Sigma \). Such a trajectory describes a solution whose amplitude diverges to infinity. The instability of \( B \) within \( \Sigma \) is now responsible for kicking the trajectory towards another state \( A \in \Sigma \). If this state is unstable in the \( \rho \) direction the trajectory escapes from \( \Sigma \) towards finite amplitude, thereby forming a burst. If there are no other attractors, bursts may occur repeatedly. Such repeated bursts are associated with heteroclinic cycles involving the infinite amplitude states \( A \) and \( B \). A heteroclinic cycle of this type will exist if the following conditions hold [8]:

(i) In the perfect problem \((f = 0)\) the finite amplitude analog of \( A(B) \) is supercritical (subcritical) with respect to the bifurcation parameter \( \lambda \).

(ii) There is a trajectory \( B \to A \) in the subspace \( \Sigma \).

(iii) There is a trajectory \( A \to B \) out of the subspace \( \Sigma \) for some value of \( \lambda (\lambda > 0) \).

When \( B \) has a one-dimensional unstable manifold within \( \Sigma \) while \( A \) is attracting within \( \Sigma \) the connection \( B \to A \) in \( \Sigma \) is structurally stable with respect to changes in the coefficients \( A, B \) and \( C \), and independent of the parameters \( \lambda, \omega \), and \( f \). In this case the formation of a heteroclinic cycle involving infinite amplitude solutions is a codimension one phenomenon. Moehlis and Knobloch [8] classify all connections of the above type and show that despite their heteroclinic nature the duration of the resulting bursts in the original time \( t \) is in fact finite. Of course, these infinite amplitude solutions are of physical interest only insofar as they are responsible for the presence of nearby solutions of large but finite amplitude, as discussed in [8].

3. A numerical example

In [8], we classified all possible connections to infinity of the above type, and the regions in coefficient space in which these may occur. However, whether these connections are in fact present can only be shown numerically.
by determining the value(s) of $\lambda$ at which the connection $A \rightarrow B$ forms. Below we present detailed results for the coefficient values

$$A = 1 - 1.5i, \quad B = -2.8 + 5i, \quad C = 1 + i, \quad \omega = 1,$$

and illustrate the type of complex behavior that results. For these coefficient values conditions (i) and (ii) are satisfied. Moreover, the connection involves the quasiperiodic solution at infinity and is therefore of particular interest. In Example 1(a) of [8], we show that the remaining condition (3) required for the formation of the connection holds for appropriate $\lambda$ values once the $D_4 \times S^1$ symmetry is broken down to $D_2 \times S^1$; moreover, these coefficient values were used originally in [7] to suggest an explanation for the bursting behavior observed in experiments on binary fluid convection in large aspect ratio containers. We show below that similar behavior occurs when the $S^1$ symmetry is broken instead. In this paper, we do not consider the remaining possibilities identified in [8].

For these coefficient values and $f = 0$, the unstable $u$ solutions bifurcate subcritically from the trivial state, while the unstable $v$ and $w$ solutions and the attracting quasiperiodic solutions $qp$ all bifurcate supercritically [8]. Fig. 1 shows the resulting bifurcation diagram with $\lambda$ as the bifurcation parameter and

$$\langle r \rangle \equiv \lim_{T \to \infty} \frac{1}{T} \int_0^T r(t) \, dt$$

as a measure of the amplitude. Moreover, the conditions for the formation of a heteroclinic connection to infinity listed in Section 2 are satisfied, with $u_\infty$ and $qp_\infty$ playing the role of the special solutions $B$ and $A$, respectively. Indeed, Example 1(a) of [8] demonstrates that such a connection does indeed form when the $D_4$ symmetry of the problem that is broken to $D_2$. In this case, there is a trajectory that goes from finite amplitude toward a $u_\infty$ solution, gets kicked toward a $qp_\infty$ solution, and then returns to finite amplitude, thereby forming a burst; at specific values of $\lambda$ the presence of heteroclinic cycles of the type $A \rightarrow B \rightarrow A$, describing an infinite sequence of such bursts, can be demonstrated numerically. These form because the symmetry-breaking terms are responsible for opening up a gap in $\lambda$ in which neither the trivial state nor any of the simple finite amplitude states is stable.

We investigate below the complementary situation that arises when the $D_4$ symmetry is retained but $S^1$ is broken instead, and show that an analogous gap opens up in this case as well. In the following, we fix $\lambda = 0.1$. In the absence of forcing, the special finite amplitude solutions which then exist are the unstable trivial state, the unstable, periodic $w$ and $v$ solutions, and the attracting, quasiperiodic $qp$ solutions. Infinite amplitude $u_\infty$, $v_\infty$, $w_\infty$, and $qp_\infty$ solutions are also present. Other choices of coefficients $A$, $B$, $C$, $\lambda$, and $\omega$ yield similar bursting behavior, provided only that the conditions (i)–(iii), including the structural stability within $\Sigma$, continue to hold. In each
case the presence of forcing \((f \neq 0)\) opens up an interval in \(\lambda\) in which neither the trivial state nor the finite amplitude \(qp\) state is stable; it is in these gaps that repeated bursts may be observed. We study the resulting equations using a combination of direct numerical integration in time, the program AUTO [21] for following unstable solution branches and their bifurcations, and the construction of appropriate return maps as necessary [8].

3.1. The supergluing bifurcation

Eqs. (4) and (5) contain four invariant subspaces \((z_{-} = 0; z_{+} = 0; z_{+} = z_{-}; z_{+} = -z_{-})\) on which the dynamics are governed by an equation of the form

\[
\dot{z} = (\lambda + i\omega)z + (a + ib)|z|^2z + f\dot{z}, \quad z \in \mathbb{C}.
\]  

(10)

This equation arises in the study of the perturbation of a standard Hopf bifurcation by resonant temporal forcing at (approximately) twice the Hopf frequency, and its dynamics are well understood [9,13,22]. Much of the behavior of Eq. (10) is governed by Takens–Bogdanov bifurcations, both with and without \(Z_2\) symmetry (cf. [23]), and this fact provides a key to understanding the behavior of the system (4) and (5).

In the absence of forcing \((f = 0)\) the system (4) and (5) possesses two distinct periodic \(w\) solutions, one of which lies in the invariant subspace \(z_{-} = 0\) and the other in the invariant subspace \(z_{+} = 0\). In the presence of forcing \((f \neq 0)\) these subspaces remain invariant and analogs of the \(w\) solutions continue, therefore, to exist. However, the interpretation of these solutions is now different: fixed points \((FP_w)\) represent solutions that are phased-locked to the drive, while limit cycles (hereafter also referred to as \(w\)) correspond to quasiperiodic solutions. Fig. 2 shows a bifurcation diagram and sketches of the representative phase portraits for the dynamics restricted to these subspaces; stability is indicated only for perturbations within the subspaces. For our choice of coefficients only two special solutions are present in the interval \(0 < f < \sqrt{\lambda^2 + \omega^2} = 1.00499\): the (unstable) trivial state and the (stable) analog of the \(w\) solution. At \(f = 1.00499\) the trivial state undergoes a pitchfork bifurcation which gives birth to two new unstable fixed points labeled \(FP_w\). The \(FP_w\) fixed points undergo a Hopf bifurcation at \(f = 1.09835\) producing two symmetry-related unstable periodic orbits labeled \(P\). These periodic orbits deform as \(f\) is increased to produce, via a gluing bifurcation \(SG\), a pair of orbits homoclinic to the trivial state at \(f = 1.12225\); for \(f \gtrsim 1.12225\) the \(P\) periodic orbits no longer exist but a new unstable periodic orbit \(w'\) does. For reference, at the bifurcation \(SG\) the eigenvalues of the origin with eigenvectors within the two-dimensional subspace are 0.609 and \(-0.409\). The sum of these eigenvalues is \(2\lambda = 0.2 > 0\), so the periodic orbits which participate in the bifurcation \(SG\) are expected to be (locally) unstable to perturbations within the invariant subspace (cf. [23]). The periodic orbits \(w\) and \(w'\) are annihilated in a saddle–node bifurcation at \(f = 1.12968\), and for larger \(f\) only the (stable) \(FP_w\) solutions and (unstable) trivial state exist. Similar bifurcation diagrams arise in a number of other problems; in particular, for the time-reversed version of Fig. 2, see [24,25].

At the bifurcation \(SG\), the connections to the trivial state occur in both subspaces \(z_{+} = 0\) and \(z_{-} = 0\) simultaneously. However, as shown in the Appendix, there are generically no such connections in the invariant subspaces \(z_{+} = \pm z_{-}\) (for the coefficient values considered here). The bifurcation that results is a generalization of the gluing bifurcation and generates dynamics that are richer than would be expected from two independent gluing bifurcations; consequently we refer to this bifurcation as a supergluing bifurcation. The associated dynamics have already been described in the context of the Takens–Bogdanov bifurcation with \(D_4\) symmetry in a limit in which the resulting equations are nearly O(2)-symmetric [25]. In our example the supergluing bifurcation occurs at \((\lambda, \omega, f) = (0.1, 1, 1.12225)\), i.e., close to the codimension-two point \(\lambda = 0, \omega = f\) for which Eqs. (4) and (5) have a Takens–Bogdanov bifurcation with \(D_4\) symmetry; however, the values of the coefficients \(A, B,\) and \(C\) we use are far from the O(2)-symmetric limit, and the analysis therefore differs (see Appendix). Some progress has
Fig. 2. Bifurcation diagram and sketches of phase portraits for the dynamics in the two-dimensional invariant subspaces $z_+ = 0$ and $z_- = 0$. In the bifurcation diagram, solid (broken) lines indicate stable (unstable) branches, where stability refers only to perturbations within the invariant subspace. As SG is approached, the periodic orbits spend more and more time near the origin and $\langle r \rangle \to 0$.

Fig. 3 shows the four distinct orbits involved in this supergluing bifurcation. The numbers labeling these orbits are used to label the solution branches computed for the full system (4) and (5), cf. [26]. For example, as the $w$ solutions in the $z_- = 0$ subspace approach the connection with the trivial state the trajectory traces out orbit 1 then orbit 2, then 1 again, etc. We therefore label this branch 12. There is also a symmetry-related connection involving the $w$ solution in the $z_+ = 0$ subspace; we label this branch 34. Such symmetry-related branches will not be indicated in what follows. Similarly, there are four symmetry-related $P$ solutions but the corresponding solution branch is labeled as 1.

recently been made on the symbolic dynamics of trajectories near a related bifurcation in the Takens–Bogdanov normal form with $D_3$ symmetry [26].
Fig. 3. At the supergluing bifurcation at $f = 1.12225$ there are four symmetry-related orbits forming homoclinic connections to the trivial state. Orbits 1 and 2 lie in the invariant subspace $z_-=0$ while orbits 3 and 4 lie in the invariant subspace $z_+ = 0$.

Fig. 4. Bifurcation diagrams showing the effect of forcing on the $v$ (labeled 1324) and $w$ (labeled 12) periodic solutions. Other related solutions are also shown. The lower diagram is a blow-up of the upper diagram, and circles, diamonds, squares, and triangles indicate Hopf, saddle-node, period-doubling, and symmetry-breaking pitchfork bifurcations, respectively. The supergluing bifurcation occurs at the point SG. See text for more details.
Fig. 4 shows the bifurcation diagram computed for the system (4) and (5) using the above labeling scheme. The diagram includes the results shown in Fig. 2, but shows stability properties with respect to all possible perturbations instead of just those in the appropriate invariant subspace. Observe that the analog of the $w$ solution (labeled 12 in Fig. 4) is now always unstable, and that a new branch (labeled 132; see Fig. 5(a)) whose solutions do not lie in one of the invariant subspaces $z_{\pm} = 0$ bifurcates off this branch at $f = 0.97592$. Successive bifurcations from this branch include the 123 branch (see Fig. 5(b)) and branches whose solutions are followed to the subsidiary global bifurcations at $f = 1.110772$ and 1.127792. The period-doubling bifurcation from the 123 branch may be the beginning of a period-doubling cascade (see [25]), but the resulting chaos is apparently not attracting.

We now consider the analogs of the periodic $v$ solutions. For $f = 0$ the $v$ solutions lie in the invariant subspaces $z_+ = i z_-$ and $z_+ = -i z_-$; however, in the presence of forcing these subspaces are no longer invariant. This is because the isotropy subgroup of the $v$ solutions involves an element of the normal form symmetry (cf. [27]), and this symmetry is broken by the temporal forcing. Fig. 4 shows that the branch of the corresponding periodic solutions is connected to the supergluing bifurcation SG, and that it consists of orbits of type 1324 (see Fig. 5(c)). Before reaching SG, however, there is a further bifurcation off this branch, at $f = 0.95059$, to a new branch of periodic solutions labeled J that are stable in the intervals $0.97019 < f < 1.15898$ and $2.30718 < f < 2.42837$; we will encounter the J solution several times in Section 3.2.

Finally, at $f = \sqrt{\lambda^2 + \omega^2} = 1.00499$ another type of fixed point solutions bifurcates from the trivial state [14], in addition to the FP $w$ fixed points already discussed. These lie in the invariant subspaces $z_+ = \pm z_-$ and

![Fig. 5. Time series for the (a) 1323, (b) 123, (c) 1324 periodic orbits near the supergluing bifurcation SG obtained by following the orbits numerically to high period (normalized to unity). These periodic orbits are unstable. The numbers in the time series show which approximate homoclinic connection the trajectory is tracing out, labeled as in Fig. 3.](image-url)
are labeled FP\(_u\). These subspaces remain invariant even when \( f \neq 0 \). The corresponding fixed points undergo a Hopf bifurcation producing periodic solutions which remain in the corresponding invariant subspace and are also connected to the supergluing bifurcation SG; we label this branch 13. The 13 solutions themselves undergo a torus bifurcation at \( f = 1.09051 \) producing an unstable quasiperiodic solution. It is likely that this quasiperiodic solution undergoes the same type of wrinkling transition as described in Section 3.2. A number of features of Fig. 4 can be understood by analyzing the vicinity of the bifurcation SG as discussed further in the Appendix.

3.2. Attractors: wrinkled tori and bursts

Fig. 6 shows the attracting quasiperiodic solution which exists in the absence of forcing (\( f = 0 \)) and for \( f = 0.5 \). As \( f \) increases further, this quasiperiodic solution deforms as it is “dragged” toward the \( u_\infty \) solutions (see Fig. 7); notice that the time series for \( f = 0.98 \) and 0.995 show burst-like behavior whenever the trajectory comes near the \( u_\infty \) solutions, but that the dynamic range of these bursts remains finite, i.e., the trajectories do not come arbitrarily

Fig. 6. Quasiperiodic solutions for (a) \( f = 0 \) and (b) \( f = 0.5 \). The solution shown in (a) appears periodic, but there is another frequency associated with the decoupled variable \( \psi \).
close to the plane $\rho = 0$. As $f$ is increased over this range, there are also windows for which periodic solutions exist; examples of such solutions are shown in Fig. 8.

A useful way to represent this change in the attractor is to consider Poincaré maps constructed by intersecting the flow with a hyperplane defined by $\psi = \text{constant}$. If such a map traces out a circle, the corresponding solution
Fig. 8. Stable periodic solutions for (a) $f = 0.94$ and (b) $f = 0.968$. Notice that different periodic solutions may have different symmetry properties.

...to the full equations lies on a torus and is quasiperiodic; on the other hand, if such a map traces out a discrete set of points the corresponding solution to the full equations is periodic. Poincaré maps for different values of $f$ are shown in Fig. 9. Evidently as $f$ increases the invariant circle develops wrinkles and eventually breaks down, producing chaotic behavior. There are also windows in $f$ with stable periodic solutions. Such a transition from a quasiperiodic solution to chaos with periodic windows has been observed experimentally [28–31], in numerical studies of ordinary differential equations [32,33], as well as in two-dimensional invertible maps [34–37]. The discussion of [35,36] is particularly useful for qualitatively understanding the transition. Here the delayed logistic map, which contains an invariant circle for a range of parameters, is embedded in a two-parameter family of maps containing a hyperbolic fixed point at the origin. As a parameter is varied and the invariant circle grows towards the origin, periodic solutions are born in saddle–node bifurcations when an Arnol’d tongue is entered and destroyed again when the tongue is left. Inside each tongue these periodic solutions may be labeled by their rotation number. We define $\Theta$ to be the angular coordinate on the invariant circle. The rotation number for a periodic orbit is then

$$R \equiv \frac{1}{2\pi} \lim_{m \to \infty} \frac{1}{m} \sum_{n=0}^{m-1} (\Theta_{n+1} - \Theta_n),$$

where $\Theta_n$ is the $\Theta$ value for the $n$th iteration of the Poincaré map. The rotation number thus measures the “average fraction” around the invariant circle that the solution moves under each iteration of the Poincaré map. It is conjectured in [35,36] that by varying a single system parameter there is an infinite number of intervals for which only periodic orbits with a unique rotation number exist, and that these are interspersed among an infinite number of intervals for which periodic orbits with different rotation numbers coexist. The details of the periodic windows are thus expected to be very complicated. It is also demonstrated in [35,36] that far from the tip of the Arnol’d tongue, the invariant circle becomes wrinkled due to tangencies of invariant manifolds of the periodic orbits which arise at the saddle–node bifurcations at the edge of a tongue, producing chaotic behavior inside the tongue (via associated period-doubling cascades). Overall, the behavior of the system is governed by the approach as parameters are varied...
Fig. 9. Poincaré maps constructed by intersecting the flow with the hyperplane $\psi = 10$ (from smaller to larger values) for (a) $f = 0$, (b) $f = 0.8$, (c,d) $f = 0.91$, (e) $f = 0.94$, (f) $f = 0.968$, (g) $f = 0.98$, (h) $f = 0.995$. Figures (c,d) show the wrinkling associated with proximity to the $u_\infty$ solutions. The integers in (e) and (f) label the successive locations at which the flow pierces the hyperplane; the rotation numbers for these periodic orbits are thus (e) $2/21$ and (f) $1/11$. In (g) and (h) the torus has been destroyed, and the system behaves chaotically. Note that the apparent self-intersections of the attractors are an artifact of the projection which has been chosen for the display.

of the invariant circle to the stable manifold of an unstable fixed point of the system, although the invariant circle disappears much before such a homoclinic connection can take place. These predictions, admittedly derived from studies of model systems, fit well with what is observed in the present problem: the wrinkling of the torus into chaos and the formation of periodic windows appear to be governed by the approach of the attractor to the periodic $u_\infty$ solutions as $f$ increases. Moreover, the observed chaotic dynamics appear to be associated with connections other than those involving solutions in the $\Sigma$ subspace. In fact the attractor is destroyed still at finite amplitude by a
Fig. 10. Bifurcation diagram showing the instantaneous value of $\rho$ whenever the trajectory pierces the Poincaré section defined by $\psi = 10$ (from smaller to larger values) after the transients have died out. The plot is generated by adiabatically increasing the value of $f$ from $f = 0$, omitting transients. Coexisting attractors (including symmetry-related attractors) are therefore absent.

Fig. 11. Stable symmetry-related periodic $J$ solutions for $f = 1$.

Fig. 12. Poincaré maps constructed by intersecting the flow with the hyperplane $\psi = 10$, showing (a) an attracting quasiperiodic solution on a torus when $f = 1.2$, and (b) a wrinkled torus when $f = 1.28$. 

Fig. 13. Attractor for \( f = 1.5 \) showing bursts arising from repeated visits near the \( u_\infty \) solutions at \((\rho, \theta, \phi) = (0, \frac{1}{2}\pi, m\pi)\), where \( m = -2, -1, 0, 1, 2 \). The dynamic range of the bursts is very large, and bursts with arbitrarily large \( r \) may occur.

Fig. 14. Poincaré maps constructed by intersecting the flow with the hyperplane \( \psi = 10 \) for (a) \( f = 2.25 \), showing an attracting quasiperiodic solution on a torus, (b) \( f = 2 \), showing a stable periodic orbit, and (c) \( f = 1.9 \), showing how the torus has become wrinkled. The numbers in (b) label the successive locations at which the flow pierces the hyperplane, and indicate that this periodic orbit has rotation number \( 2/9 \).
Fig. 15. Attractors for (a) $f = 2.4283$ and (b) $f = 2.4284$. The attractor in (a) is a stable J solution; such solutions cease to exist due to the saddle–node bifurcation at $f = 2.42837$. The time series in (b) exhibits bursts due to repeated visits near the $u_\infty$ and $qP_\infty$ solutions, and also makes occasional visits near the “ghost” of a J solution, indicated by the arrow. The onset of bursting as $f$ increases through 2.42837 is via Type I intermittency.

For $f \gtrsim 0.9975$ the attractor is the finite amplitude J solution shown for $f = 1$ in Fig. 11. This solution itself loses stability in a torus bifurcation at $f = 1.15898$, producing a quasiperiodic solution which wrinkles with increasing
As shown in Fig. 12. At $f \approx 1.29$ the attractor is enlarged in an interior crisis (see Fig. 10) resulting in bursting behavior in which the trajectory makes visits very close to $\rho = 0$ (see Fig. 13). As in the situation described in [8], a burst occurs when the trajectory makes a visit near a $u_\infty$ solution, traverses toward a $qp_\infty$ solution, before returning to small amplitude. Such bursts, first found in a model for large aspect-ratio binary fluid convection [6,7], have unlimited dynamic range in contrast with most other burst mechanisms which have been studied [40,41].

The $J$ solution is also stable in the interval $2.30718 \lesssim f \lesssim 2.42837$; as $f$ decreases below $f \approx 2.30718$, the $J$ solution undergoes a torus bifurcation and the resulting attractor wrinkles into chaos interspersed with periodic windows (see Figs. 10 and 14). The onset of bursting that occurs as $f$ decreases through $f \approx 1.55$ is due to an interior crisis. In contrast, as $f$ increases through $f \approx 2.42837$ the $J$ solution is destroyed in a saddle–node bifurcation (see Fig. 4), with bursts occurring for values of $f$ beyond this bifurcation (see Figs. 10 and 15), i.e., here bursts set in via Type I intermittency [42]. However, in the present system the change in the dynamic range in passing through the saddle–node bifurcation is very large (in principle, infinite). Fig. 16 shows that the resulting bursts persist to larger values of $f$.

4. Conclusion

In this paper we have explored the possibility that parametric forcing might have a similar effect on the Hopf bifurcation with $D_4$ symmetry as breaking of the $D_4$ symmetry down to $D_2$. In the latter case we have discovered [6–8] that even small symmetry-breaking could have a dramatic effect because it opens up an interval of parameter values in which all the simple states of the system are unstable. The appearance of complex dynamics in such an interval is therefore inevitable. However, in contrast to related work by Hirschberg and Knobloch [5] on breaking $O(2)$ down to $D_2$, in the $D_4$-symmetric case the dynamics took the form of regular or irregular bursts of very large dynamic range. The occurrence of these bursts can be attributed to the presence for nearby parameter values of a heteroclinic connection to “infinity” [7,8]. In the present paper, we have shown that parametric forcing has a similar effect, and focused attention on the resulting dynamics in what we consider to be the most interesting regime, namely one involving the infinite amplitude unstable quasiperiodic states. As a result, the behavior we described not only involved similar connections to “infinity” but was in addition complicated by the destruction of an invariant torus due to the formation of these connections. It is the combination of these two dynamical phenomena that appears to be responsible for the complexity of the results we have described.

In the example explored in this paper certain aspects of the observed dynamical behavior can be related to the appearance in the system of a new type of global bifurcation involving the origin. This bifurcation (which we call a “supergluing bifurcation”) is introduced by the parametric forcing, and organizes the $u$, $v$ and $w$ periodic orbits, as well as others that are introduced by the forcing. This fact helps us connect the analysis of the Hopf bifurcation with $D_4$ symmetry in the absence of forcing [20] with the local bifurcation analysis of fixed points in the presence of
forcing [14]. In contrast the complex transitions associated with the wrinkling of the torus with increasing forcing can be attributed to the approach of the resulting attractor to the $u_\infty$ solutions. In this regime various parameter windows are present in which stable periodic solutions are found, and these are associated with the traversal in parameter space through Arnol’d tongues. However, the resulting attractor does not reach the $u_\infty$ solutions because it is destroyed in a boundary crisis. Despite this, there are other ranges of $f$ for which the attractor does apparently come arbitrarily close to the $u_\infty$ solutions, forming a sequence of irregular bursts of infinite dynamic range (see Fig. 10). In the particular example discussed here this type of bursting can appear either via an interior crisis or via Type I intermittency.

Reasoning similar to that given in [8] suggests that this type of bursting behavior can persist even when higher terms in Eqs. (4) and (5) are retained. Bursts will then be associated with visits near large but finite amplitude solutions. Thus bursts similar to those described in this paper may be observed in real physical systems undergoing a Hopf bifurcation with $D_4$ symmetry, such as overstable systems in domains of square cross-section and spring-supported fluid-conveying tubes with pulsatile flow [43,44]. In other systems, such as the Faraday system in a square container [45–49], there is no instability in the absence of forcing and all infinitesimal disturbances decay ($\lambda < 0$). As discussed in [7,8] the key requirement for bursting is the presence of a trajectory between two infinite amplitude solutions, $B \to A$ in the plane $\Sigma$, in circumstances in which (in the absence of forcing) the finite amplitude analogs of $A(B)$ are supercritical (subcritical). Under these circumstances a suitable breaking of the $D_4 \times S^1$ symmetry of the unperturbed problem (either by breaking the $D_4$ symmetry or by temporal forcing, which breaks the $S^1$ symmetry) may produce a finite amplitude connection $A \to B$ so that repeated bursts will occur whenever a trajectory starts near the stable manifold of $B$. Note, however, that in systems like the Faraday system we do not expect the presence of any subcritical branches in the absence of forcing; such branches can only appear as a result of the forcing itself, but once present these could produce bursts by the above mechanism as well.
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Appendix A. The supergluing bifurcation

A.1. Existence of the bifurcation

Eqs. (4) and (5) restricted to the invariant subspaces $z_+ = 0$ or $z_- = 0$ take the form

$$\dot{y} = (\lambda + i\omega)y + f\bar{y} + (A + B)|y|^2y, \quad y \in \mathbb{C}. \tag{A.1}$$

Thus, if a gluing bifurcation involving the origin occurs in (A.1), it occurs simultaneously in both invariant subspaces $z_+ = 0$ and $z_- = 0$. Since such a gluing bifurcation is of codimension one, the supergluing bifurcation for Eqs. (4) and (5) is also of codimension one.

Eqs. (4) and (5) also have the invariant subspaces $z_+ = z_-$ and $z_+ = -z_-$ on which the dynamics are governed by the equation

$$\dot{z} = (\lambda + i\omega)z + f\bar{z} + (2A + B + C)|z|^2z, \quad z \in \mathbb{C}. \tag{A.2}$$

If a gluing bifurcation involving the origin occurs in these equations, it again occurs in both invariant subspaces
simultaneously, and so is of codimension one. Such a bifurcation thus produces four connections to the origin (0, 0) in the system (4) and (5).

With
\[ \dot{y} = \sqrt{A_R + B_R} y, \quad \dot{z} = \sqrt{2A_R + B_R + C_R} z, \]

Eqs. (A.1) and (A.2) become
\[ \begin{align*}
\dot{y} &= (\lambda + i\omega)\dot{y} + f\dot{y} + \left(1 + \frac{i}{A_R + B_R} \left| \dot{y} \right|^2 \right) |\dot{y}|^2 \dot{y}, \\
\dot{z} &= (\lambda + i\omega)\dot{z} + f\dot{z} + \left(1 + \frac{2A_R + B_R + C_R}{2A_R + B_R + C_R} \right) |\dot{z}|^2 \dot{z},
\end{align*} \]

where \( A = A_R + iA, \) etc. Eqs. (A.3) and (A.4) are identical when
\[(A_R + B_R)(2A_1 + B_1 + C_1) = (A_1 + B_1)(2A_R + B_R + C_R).\]

Under this additional condition, a gluing bifurcation in one of the four invariant subspaces \( z_+ = 0, z_- = 0, z_+ = z_- = -z_- \) implies a gluing bifurcation in the other three, giving a total of eight connections to the origin. Note that the connections in the subspaces \( z_+ = 0 \) and \( z_- = 0 \) are “scaled” relative to the connections in the subspaces \( z_+ = z_- \) and \( z_+ = -z_- \). This bifurcation is evidently of codimension two. Finally, Eqs. (A.1) and (A.2) are made identical by choosing \( A = -C \), giving eight identical connections to the origin. This is a codimension three bifurcation because it requires \( A_R = -C_R \) and \( A_I = -A_I \), and one more parameter (such as \( f \)) needs to be varied in order to reach it.

It is natural to ask if related bifurcations can occur in the resonantly forced Hopf bifurcation with \( O(2) \) symmetry. If the Hopf frequency is \( \omega_0 \) and the external forcing frequency is \( \omega_n \approx n\omega_0 \) for \( n = 1, 2 \), the normal form equations for this situation are [11,12]
\[ \begin{align*}
\dot{z}_1 &= (\lambda + i\omega)z_1 + f\dot{z}_2 + A(|z_1|^2 + |z_2|^2)z_1 + B|z_1|^2 z_1, \\
\dot{z}_2 &= (\lambda + i\omega)z_2 + f\dot{z}_1 + A(|z_1|^2 + |z_2|^2)z_2 + B|z_2|^2 z_2,
\end{align*} \]

where \( (z_1, z_2) \in \mathbb{C}^2 \), \( f \) is the (real) strength of the forcing, and \( \omega \equiv \omega_0 - \omega_n/n \) is again the detuning. In contrast to (4) and (5) these equations have a circle of invariant subspaces \( (z_1, z_2) = (e^{-i\sigma}z, e^{i\sigma}z) \), where \( z \in \mathbb{C} \) and \( \sigma \in [0, 2\pi) \), on which the dynamics are governed by the equation
\[ \dot{z} = (\lambda + i\omega)z + f\dot{z} + (2A + B)|z|^2 z. \]

Thus, if a gluing bifurcation occurs in Eq. (A.5), it occurs simultaneously in each of the invariant subspaces that make up the circle of invariant subspaces, and there is then an (uncountably) infinite number of distinct (but symmetry-related) homoclinic connections to the origin. This is in contrast to the supergluing bifurcation in the resonantly forced Hopf bifurcation with \( D_4 \) symmetry in which gluing bifurcations occur in a finite number of invariant subspaces. In the latter case the associated dynamics are described very well by a one-dimensional map [25], provided the equations are nearly \( O(2) \)-symmetric (i.e., \( 0 < |C| \ll 1 \)); unfortunately this is not the case for general values of \( C \).

A.2. Analysis

To discuss the dynamics near the supergluing bifurcation we choose local coordinates such that the linearized equations near the origin take the form
\[ \begin{align*}
\dot{x}_1 &= \lambda_1 x_1 + \cdots, \\
\dot{x}_2 &= -\lambda_2 x_2 + \cdots, \\
\dot{x}_3 &= \lambda_3 x_3 + \cdots, \\
\dot{x}_4 &= -\lambda_4 x_4 + \cdots,
\end{align*} \]
Fig. 17. Coordinates and surfaces of section for the analysis of the supergluing bifurcation. The four symmetry-related homoclinic connections to the origin present at \( \mu = 0 \) are labeled by integers as in the text.

where \( \lambda_u, \lambda_s > 0 \), and the dots denote nonlinear terms. Without loss of generality, we consider \( \lambda_s < \lambda_u \); if this condition does not hold we reverse time and relabel the axes so that it does. We let \( \mu \) be an unfolding parameter such that the four symmetry-related homoclinic orbits are present at \( \mu = 0 \) (see Fig. 17), but are broken when \( \mu \neq 0 \).

We define the following surfaces of section (see Fig. 17):

\[
S^\text{in}_1 = \{(x_1, x_2, x_3, x_4) | x_2 = c\}, \quad S^\text{out}_1 = \{(x_1, x_2, x_3, x_4) | x_1 = c\},
\]
\[
S^\text{in}_2 = \{(x_1, x_2, x_3, x_4) | x_2 = -c\}, \quad S^\text{out}_2 = \{(x_1, x_2, x_3, x_4) | x_1 = -c\},
\]
\[
S^\text{in}_3 = \{(x_1, x_2, x_3, x_4) | x_4 = c\}, \quad S^\text{out}_3 = \{(x_1, x_2, x_3, x_4) | x_3 = c\},
\]
\[
S^\text{in}_4 = \{(x_1, x_2, x_3, x_4) | x_4 = -c\}, \quad S^\text{out}_4 = \{(x_1, x_2, x_3, x_4) | x_3 = -c\},
\]

where \( c > 0 \) and is sufficiently small that the linearized equations apply in \( |x_j| < c, j = 1, 2, 3, 4 \).

We consider first the linear maps \( P^\text{loc}_{lm} : S^\text{in}_l \to S^\text{out}_m \), focusing on \( m = 1 \) and \( l = 1, 2, 3, 4 \), noting that the remaining maps may be obtained by symmetry. Suppose that the trajectory intersects the surface of section \( S^\text{in}_l \) at \( (x_{10}, x_{20}, x_{30}, x_{40}) \) (one of these will be equal to \( \pm c \) depending on the value of \( l \)). The time of flight from \( S^\text{in}_l \) to \( S^\text{out}_1 \) follows from the condition \( c = x_{10} e^{\lambda_u T} \) (which requires \( x_{10} > 0 \)), i.e.,

\[
T = \frac{1}{\lambda_u} \ln \left| \frac{c}{x_{10}} \right|.
\]

Using this expression in the linearized equations for the flow near the origin,

\[
P^\text{loc}_{11} : (x_{10}, x_{20}, x_{30}, x_{40}) \to \left( c, \frac{x_{10}}{c} x_{20}, \frac{c}{x_{10}} x_{30}, \frac{x_{10}}{c} x_{40} \right),
\]

where \( \delta = \lambda_s/\lambda_u > 0 \). Since we are considering without loss of generality \( \lambda_s < \lambda_u \), we have \( 0 < \delta < 1 \).

We consider next the global map \( P^\text{glob}_{1} : S^\text{out}_1 \to S^\text{in}_1 \). An approximation to this map is found by expanding about the exact homoclinic orbit (labeled 1) which forms when \( \mu = 0 \). The linearization about this homoclinic orbit block-diagonalizes, with one block corresponding to behavior inside the \( x_1 = x_2 = 0 \) invariant subspace, and the other corresponding to behavior in the \( x_3 = x_4 = 0 \) invariant subspace. Thus,

\[
P^\text{glob}_1 : (c, x_2, x_3, x_4) \to (y x_2 + \mu, c, \alpha_1 x_3 + \beta_1 x_4, \alpha_2 x_3 + \beta_2 x_4),
\]
where $\gamma > 0$, $\alpha_1 \beta_2 - \alpha_2 \beta_1 \neq 0$ for invertibility, and hence

$$P_{\text{glo}1} \circ P_{\text{loc}1}:egin{pmatrix} x_{10} \\ x_{20} \\ x_{30} \\ x_{40} \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \left| \frac{x_{10}}{c} \right| x_{20} + \mu \\ c \\ \alpha_1 \left| \frac{c}{x_{10}} \right| x_{30} + \beta_1 \left| \frac{x_{10}}{c} \right| x_{40} \\ \alpha_2 \left| \frac{c}{x_{10}} \right| x_{30} + \beta_2 \left| \frac{x_{10}}{c} \right| x_{40} \end{pmatrix}. \quad (A.7)$$

The maps $P_{\text{glo}2} \circ P_{\text{loc}2}$, $P_{\text{glo}3} \circ P_{\text{loc}3}$ and $P_{\text{glo}4} \circ P_{\text{loc}4}$ are related to this map by symmetry. By composing such maps appropriately, we may obtain three-dimensional maps from a surface of section into itself corresponding to a trajectory which follows any sequence of the homoclinic orbits 1, 2, 3, 4. Fixed points of such three-dimensional maps correspond to periodic orbits in the four-dimensional vector field.

We illustrate this procedure for four types of periodic orbits found numerically, namely those labeled 1, 12, 13, and 1324 (see Fig. 4), taking advantage of appropriate symmetry properties of the periodic orbits to simplify the analysis. To find periodic orbits of type 1, consider the fixed points of the map $P_{\text{glo}1} \circ P_{\text{loc}1} : S_{\text{in}1} \rightarrow S_{\text{in}1}$. Restricting to $x_3 = x_4 = 0$, Eq. (A.7) reduces to the one-dimensional map

$$x_{10} \rightarrow c\gamma \left| \frac{x_{10}}{c} \right| + \mu. \quad (A.8)$$

This map is easily analyzed [23] and shows that when $\delta < 1$ a fixed point (i.e., a periodic orbit of type 1) exists only for $\mu < 0$.

Consider next the map $P_{\text{glo}2} \circ P_{\text{loc}2} : S_{\text{in}2} \rightarrow S_{\text{in}1}$. Restricting again to the $x_3 = x_4 = 0$ subspace, Eq. (A.7) reduces to the one-dimensional map

$$x_{10} \rightarrow -c\gamma \left| \frac{x_{10}}{c} \right| + \mu, \quad (A.9)$$

with $x_{20}$ mapped from $-c$ to $c$. We look for periodic orbits $(x^*_1(t), x^*_2(t))$ with period $T$ and the symmetry property

$$(x^*_1(t + \frac{T}{2}), x^*_2(t + \frac{T}{2})) = (-x^*_1(t), -x^*_2(t)). \quad (A.10)$$

A map (A.9) that maps $x_{10}$ to $-x_{10}$ corresponds to evolution in time by $\frac{T}{2}$ starting in $S_{\text{in}2}$ and ending in $S_{\text{in}1}$ after time $\frac{T}{2}$. A fixed point with this property corresponds to an orbit of period $T$ and symmetry (A.10) in the four-dimensional system. Since during the first half of the period the trajectory follows homoclinic orbit 1, it will follow over the next $\frac{T}{2}$ the homoclinic orbit labeled 2, i.e., fixed points of the equation

$$-x_{10} = -c\gamma \left| \frac{x_{10}}{c} \right| + \mu \quad (A.11)$$

correspond to periodic orbits of type 12. When $\delta < 1$ such fixed points exist only for $\mu > 0$. Note that this analysis predicts that periodic orbits of type 1 and type 12 will be present on opposite sides of the supergluing bifurcation at $\mu = 0$, in agreement with the numerical results in Fig. 4. The results for periodic orbits of type 1 and 12 provide a full description of the gluing bifurcation in two dimensions.
We next consider the map \( P_1^{\text{glo}} \circ P_{31}^{\text{loc}} : S_3^\infty \rightarrow S_1^\infty \),

\[
P_1^{\text{glo}} \circ P_{31}^{\text{loc}} : \begin{pmatrix} x_{10} \\ x_{20} \\ x_{30} \\ c \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \frac{x_{10}}{c} x_{20} + \mu \\ c \\ \alpha_1 \frac{c}{x_{10}} x_{30} + \beta_1 c \left| \frac{x_{10}}{c} \right|^\delta \\ \alpha_2 \frac{c}{x_{10}} x_{30} + \beta_2 c \left| \frac{x_{10}}{c} \right|^\delta \end{pmatrix}.
\] (A.12)

We look for periodic orbits \((x_1^*(t), x_2^*(t), x_3^*(t), x_4^*(t))\) with period \(T\) and the symmetry property

\[(x_1^*(t + \frac{1}{2} T), x_2^*(t + \frac{1}{2} T), x_3^*(t + \frac{1}{2} T), x_4^*(t + \frac{1}{2} T)) = (x_3^*(t), x_4^*(t), x_1^*(t), x_2^*(t)).\]

A map (A.12) that maps \((x_{10}, x_{20}, x_{30}, x_{40}) \rightarrow (x_{30}, x_{40}, x_{10}, x_{20})\) corresponds to a time evolution through \(\frac{1}{2} T\) (starting in \(S_3^\infty\) and ending in \(S_1^\infty\)) along a \(T\)-periodic orbit with this symmetry property. During this time the trajectory follows first the homoclinic orbit labeled 1 and then, over the next \(\frac{1}{2} T\), the homoclinic orbit labeled 3.

Thus, solutions to the equations

\[x_{30} = \gamma \left| \frac{x_{10}}{c} \right|^\delta x_{20} + \mu, \quad x_{10} = \alpha_1 \left| \frac{x_{10}}{x_{10}} \right| x_{30} + \beta_1 c \left| \frac{x_{10}}{c} \right|, \quad x_{20} = \alpha_2 \left| \frac{x_{10}}{x_{10}} \right| x_{30} + \beta_2 c \left| \frac{x_{10}}{c} \right|\]

correspond to periodic orbits of type 13. These equations may be reduced to the single equation

\[x_{10} = \alpha_1 \gamma \left| \frac{x_{10}}{c} \right|^{\delta-1} \left( \frac{\mu \alpha_2 |x_{10}/c|^{-1} + \beta_2 c |x_{10}/c|^\delta}{1 - \alpha_2 \gamma |x_{10}/c|^{1-\delta}} \right) + \mu \alpha_1 \left| \frac{x_{10}}{c} \right|^{-1} + \beta_1 c \left| \frac{x_{10}}{c} \right|^\delta\]

(A.13)

which may be simplified, using \(x_{10} \ll c\) and the fact that \(\delta < 1\), to give

\[x_{10} \approx \frac{\alpha_1}{\alpha_2} \left( \frac{\mu \alpha_2 |x_{10}/c|^{-1} + \beta_2 c |x_{10}/c|^\delta}{1 - (1/\alpha_2 \gamma) |x_{10}/c|^{1-\delta}} \right) + \mu \alpha_1 \left| \frac{x_{10}}{c} \right|^{-1} + \beta_1 c \left| \frac{x_{10}}{c} \right|^\delta\]

\[\approx \frac{\alpha_1 \mu}{\alpha_2 \gamma} \left| \frac{x_{10}}{c} \right|^{-\delta}.
\] (A.14)

We verify a posteriori that the approximation (A.14) has a solution \(x_{10} \ll c\) provided \(\mu\) is sufficiently small (see Fig. 18) and either \(\mu > 0\) or \(\mu < 0\), but not both.

Finally, we consider the map \(P_1^{\text{glo}} \circ P_{41}^{\text{loc}} : S_4^\infty \rightarrow S_1^\infty\), given by

\[
P_1^{\text{glo}} \circ P_{41}^{\text{loc}} : S_4^\infty \rightarrow S_1^\infty : \begin{pmatrix} x_{10} \\ x_{20} \\ x_{30} \\ -c \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \left| \frac{x_{10}}{c} \right|^\delta x_{20} + \mu \\ c \\ \alpha_1 \frac{c}{x_{10}} x_{30} - \beta_1 c \left| \frac{x_{10}}{c} \right|^\delta \\ \alpha_2 \frac{c}{x_{10}} x_{30} - \beta_2 c \left| \frac{x_{10}}{c} \right|^\delta \end{pmatrix}.
\] (A.15)
We look for periodic orbits \((x_1^*(t), x_2^*(t), x_3^*(t), x_4^*(t))\) with period \(T\) and the symmetry property

\[
(x_1^*(t + \frac{1}{4}T), x_2^*(t + \frac{1}{4}T), x_3^*(t + \frac{1}{4}T), x_4^*(t + \frac{1}{4}T)) = (-x_3^*(t), -x_4^*(t), x_1^*(t), x_2^*(t)).
\]

A map (A.15) that maps \((x_1, x_2, x_3, x_4) \rightarrow (-x_3, -x_4, x_1, x_2)\) corresponds to evolution through \(\frac{1}{4}T\) (starting in \(S_1^m\) and ending on \(S_1^m\)) along a \(T\)-periodic orbit with this symmetry property. During this time the trajectory follows the homoclinic orbit labeled 1; over the next \(\frac{1}{4}T\) it follows the homoclinic orbit 3, then 2 and then 4. Thus, solutions to the equations

\[
\begin{align*}
-x_3 &= \gamma \frac{|x_1|}{c} x_2 + \mu, \\
x_{10} &= \alpha_1 \left( \frac{c}{x_{10}} \right) x_3 - \beta_1 c \frac{|x_{10}|}{c}, \\
x_{20} &= \alpha_2 \left( \frac{c}{x_{10}} \right) x_3 - \beta_2 c \frac{|x_{10}|}{c},
\end{align*}
\]

(A.16) (A.17) (A.18)

correspond to periodic orbits of type 1324. These equations may be reduced to a single equation for \(x_{10}\) given by (A.13) but with

\[(\alpha_1, \alpha_2, \beta_1, \beta_2) \rightarrow (-\alpha_1, -\alpha_2, -\beta_1, -\beta_2).\]

From Eq. (A.14), we now see that the equations for periodic orbits of types 13 and 1324 are identical. We expect, therefore, that periodic orbits of types 13 and 1324 coexist locally either for \(\mu > 0\) or \(\mu < 0\), but not for both (compare Fig. 18(a,b) with (c,d)). This is in agreement with the numerical results presented in Fig. 4.

In principle, one could also construct maps corresponding to other possible periodic orbits, such as periodic orbits of type 1323 or 123 which were shown numerically to be associated with the supergluing bifurcation. Unfortunately, this analysis requires the study of more complicated maps than those considered above: instead of a single map

![Fig. 18. Analysis of Eqs. (A.13) and (A.14). Here \(c = 0.1, \delta = 0.5, \gamma = 1\), and (a) \(\alpha_1 = 0.9, \alpha_2 = \beta_1 = \beta_2 = 1, \mu = -0.01\), (b) \(\alpha_1 = 0.9, \alpha_2 = \beta_1 = \beta_2 = 1, \mu = 0.01\), (c) \(\alpha_1 = -0.9, \alpha_2 = \beta_1 = \beta_2 = -1, \mu = -0.01\), (d) \(\alpha_1 = -0.9, \alpha_2 = \beta_1 = \beta_2 = -1, \mu = 0.01\). The straight solid line is the lefthand side of (A.13), the other solid line is the right-hand side of (A.13), and the dashed line is the right-hand side of (A.14). Thus, solutions of Eq. (A.13) correspond to intersections of the solid lines, while solutions for the approximation correspond to intersections of the straight solid line with the dashed line.](image-url)
from $S_{i}^{in}$ to $S_{i+1}^{in}$, compositions of such maps would be required. An alternative approach is to consider the reduced map $\tilde{P}$ for which we fix $x_2 = c$ in (A.7)

$$\tilde{P} : \begin{pmatrix} x_1 \\ x_3 \\ x_4 \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \frac{x_1}{c}^{\delta} c + \mu \\ \alpha_1 \frac{c}{x_1} x_3 + \beta_1 \frac{x_1}{c}^{\delta} x_4 \\ \alpha_2 \frac{c}{x_1} x_3 + \beta_2 \frac{x_1}{c}^{\delta} x_4 \end{pmatrix}. \quad (A.19)$$

This three-dimensional map is identical in form to Eq. (11) of Matthies [26], obtained for the Takens–Bogdanov bifurcation with $D_3$ symmetry. Matthies shows that a higher-dimensional generalization of a Smale horseshoe exists for this map, with the dynamics topologically conjugate to a shift on two symbols. By interpreting these results in the context of the Takens–Bogdanov bifurcation with $D_3$, he is able to show that the result corresponds to a subshift of finite type (as defined in [50]) encoding the itinerary along the symmetry-related homoclinic orbits. The numerical results presented in the text show that the supergluing bifurcation gives birth to unstable periodic orbits of many different types, and these are perhaps related to a subshift similar to that found by Matthies. A more detailed analysis of the map $\tilde{P}$ for the supergluing bifurcation would be of great interest not only to the consideration of the resonantly forced Hopf bifurcation with $D_4$ symmetry, but also the general problem of the Takens–Bogdanov bifurcation with $D_4$ symmetry (e.g., [25,51–53]).
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